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Abstract

This report presents a survey of the traffic management issues in the design and implementation of
satellite-ATM networks. First a reference satellite-ATM network architecture is presented along with an
overview of the service categories available in ATM networks. The error characteristics of satellite
channels, techniques to improve the error characteristics, and the impact on ATM network performance
are then discussed. A delay model for satellite networks and the major components of delay and delay
variation are described. A survey of design options for TCP over UBR, GFR and ABR servicesin ATM is
presented next. The main focuses is on traffic management issues. Several recommendations on the
design options for efficiently carrying data services over satellite-ATM networks are presented.
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I ntroduction

ATM technology is expected to provide quality of service based networks that support voice,
video and data applications. ATM was originally designed for fiber based terrestrial networks
that exhibit low latencies and low error rates. With the widespread availability of multimedia
technology, and an increasing demand for electronic connectivity across the world, satellite
networks play an indispensable role in the deployment of global networks. Ka-band satellites
using the gigahertz frequency spectrum reach user terminals across most of the populated world.
As aresult, ATM based satellite networks effectively provide real time as well as non-real time

communications services to remote areas.

Satellite communications technology offers a number of advantages over traditional terrestrial

point-to-point networks [AK YL 97]. These include,

wide geographic coverage including interconnection of “ATM islands”,

* multipoint to multipoint communications facilitated by the inherent broadcasting ability of

satellites,
* bandwidth on demand, or Demand Assignment Multiple Access (DAMA) capabilities, and
* an alternative to fiber optic networks for disaster recovery options.

However, satellite systems have several inherent constraints. The resources of the satellite
communication network, especially the satellite and the earth station are expensive and typically
have low redundancy; these must be robust and be used efficiently. Also, satellite systems can
use Time Division Multiplexed (TDM) physical layer, where individual earth stations can
transmit frames during fixed time slots. In this case, the cell based ATM layer must be mapped
onto the frame based satellite layer. This involves the use of efficient bandwidth allocation

strategies for Demand Assignment Multiple Access (DAMA) based media access techniques.

Current and proposed satellite communications networks use low earth orbit (LEO)

constellations as well as geosynchronous (GEO) satellite systems. GEO satellites have a high



propagation delay but a few satellites are enough to provide connectivity across the globe. LEO
satellites have lower propagation delays due to their lower altitudes, but many satellites are
needed to provide global service. While LEO systems have lower propagation delay, they exhibit
higher delay variation due to connection handovers and other factors related to orbital dynamics
[IQTC97]. The effects of the propagation delays for LEO systems are further intensified by the
buffering delays that could be of the order of the propagation delays especially for best effort
TCP/IP traffic. The large delays in GEOs, and delay variations in LEOs, affect both real time and
non-real time applications. Many real time applications are sensitive to the large delay
experienced in GEO systems, as well as to the delay variation experienced in LEO systems. In an
acknowledgment and timeout based congestion control mechanism (like TCP), performance is
inherently related to the delay-bandwidth product of the connection. Moreover, TCP Round Trip
Time (RTT) measurements are sensitive to delay variations that may cause false timeouts and
retransmissions. As a result, the congestion control issues for broadband satellite networks are
somewhat different from those of low latency terrestrial networks. Both interoperability, as well
as performance issues between satellite and terrestrial networks must be addressed before data,

voice and video services can be provided over a Satellite-ATM network.

This report provides a survey of the issues involved in designing satellite-ATM networks for
transporting data traffic, especially TCP/IP traffic. The report first provides an introduction to the
satellite-ATM architectural issues, and presents a reference architecture for satelliteeATM
networks. The report then discusses the error characteristics of satellite channels and presents
techniques to improve the error characteristics. The report then discusses the implementation and
performance of TCP/IP over the UBR and ABR service categories. The focus of this report isto

present the issues involved, to make recommendations in the design of satellite-ATM networks.

2 Architectural Issues

In this section we present the basic architectural issues for ATM over Satellite. A reference

architecture is presented, and asummary of the various ATM service categoriesisgiven.



2.1 A Reference Architecturefor Satellite-ATM Networ ks

Figure 1 illustrates a satellite-ATM network represented by a ground segment, a space segment,
and a network control center. The ground segment consists of ATM networks that may be
further connected to other legacy networks. The network control center (NCC) performs various
management and resource allocation functions for the satellite media. Inter-satellite links (ISL) in
the space segment provide seamless global connectivity to the satellite constellation. The
network allows the transmission of ATM cells over satellite, multiplexes and demultiplexes
ATM cell streams from uplinks and downlinks, and maintains the QoS objectives of the various
connection types. The satellite-ATM network also includes a satellite-ATM interface device
connecting the ATM network to the satellite system. The interface device transports ATM cells
over the frame based satellite network, and demultiplexes ATM cells from the satellite frames.
The device typically can use a DAMA technique to obtain media access to the satellite physical
layer. The interface unit is aso responsible for forward error correction techniques to reduce the
error rates of the satellite link. The unit must maintain ATM quality of service parameters at the
entrance to the satellite network. As a result, it trandates the ATM QoS requirements into
corresponding requirements for the satellite network. This interface is thus responsible for
resource allocation, error control, and traffic control. Details about this model can be obtained
from [KOTA97]. [the reference model from TIA/EIA/TSB-91 should be used]

This architectural model presents several design options for the satellite and ground network

segments. These options include

* No on-board processing or switching.

*  On-board processing with ground ATM switching.
*  On-board processing and ATM switching.

About 53% of the planned Ka-band satellite networks propose to use on-board ATM like fast
packet switching [PONZ97]. An overview of the network architectures of some of the proposed

systems can be found in [WUPI94]. In a simple satellite model without on-board processing or



switching, minimal on-board buffering is required. However, if on-board processing is
performed, then on-board buffering is needed to achieve the multiplexing gains provided by
ATM. On-board processing can be used for resource allocation and media access control (MAC).
MAC options include TDMA, FDMA, and CDMA and can use contention based, reservation
based, or fixed media access control. Demand Assignment Multiple Access (DAMA)
[KOTA97b] can be used with any of the MAC options. If on-board processing is not performed,
DAMA must be done by the NCC. On-board DAMA decreases the response time of the media
access policy by half because link access requests need not travel to the NCC on the ground any
more. In addition to media access control, ABR explicit rate allocation or EFCI control, and
UBR/GFR buffer management can also be performed on-board the satellite. On-board switching
may be used for efficient use of the network by implementing adaptive routing/switching
algorithms. Trade-offs must be made with respect to the complexity, power and weight
requirements for providing on-board buffering, switching and processing features to the satellite
network. In addition, on-board buffering and switching will introduce some additional delays
within the space segment of the network. For fast packet or cell switched satellite networks, the
switching delay is negligible compared to the propagation delay, but the buffering delay can be
significant. Buffering also results in delay variations due to the bursty nature of ATM traffic.

Inter-Satdlite Link %
.

Nework Control Center
«Performance M gmt.
*Configuration M gmt.
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Figure1: Satellite-ATM network model

2.2 Service Categoriesin ATM Networks

Satellite-ATM network architectures present tradeoffs in cost/complexity and on-board
switching/processing capabilities. Service
Y 7 T 7 P4 Jerner]t

Specification 4.0 [TM4096] defines five service categories for ATM networks. Each service
category is defined using a traffic contract and a set of QoS parameters. The traffic contract is a
set of parameters that specify the characteristics of the source traffic. This defines the
requirements for compliant cells of the connection. The QoS parameters are negotiated by the
source with the network, and are used to define the expected quality of service provided by the
network. For each service category, the network guarantees the negotiated QoS parameters if the
end system complies with the negotiated traffic contract. For non-compliant traffic, the network

need not maintain the QoS objective.

The Constant Bit Rate (CBR) service category is defined for traffic that requires a constant
amount of bandwidth, specified by a Peak Cell Rate (PCR), to be continuously available. The
network guarantees that all cells emitted by the source that conform to this PCR will be
transferred by the network with minimal cell loss, and within fixed bounds of cell delay and
delay variation. The real time Variable Bit Rate (VBR-rt) class is characterized by PCR,
Sustained Cell Rate (SCR) and a Maximum Burst Size (MBS) in cells that controls the bursty
nature of VBR traffic. The network attempts to deliver cells within fixed bounds of cell delay and
delay variation. Non-real-time VBR sources are also specified by PCR, SCR and MBS, but are
less sensitive to delay and delay variation than the real time sources. The network does not

specify any delay and delay variation parameters for the VBR-nrt service.

The Available Bit Rate (ABR) service category is specified by a PCR and Minimum Cell Rate
(MCR) which is guaranteed by the network. The bandwidth allocated by the network to an ABR
connection may vary during the life of a connection, but may not be less than MCR. ABR
connections use a rate-based closed-loop feedback-control mechanism for congestion control.

The network tries to maintain alow Cell Loss Ratio by changing the allowed cell rates (ACR) at



which a source can send. The Unspecified Bit Rate (UBR) class is intended for best effort
applications, and this category does not support any service guarantees. UBR has no built in
congestion control mechanisms. The UBR service manages congestion by efficient buffer
management policies in the switch. A new service called Guaranteed Frame Rate (GFR) is being
introduced at the ATM Forum and the ITU-T. GFR is based on UBR, but guarantees a minimum
rate to connections. The service also recognizes AALS5 frames, and performs frame level

dropping as opposed to cell level dropping.

In addition, the ITU-T has specified four QoS classes to be used to deliver network based QoS
[135696]. It isimperative that a broadband satellite network be able to support the various QoS
services specified by the standards. Most importantly, the network should be able to support
TCP/IP based data applications that constitute the bulk of Internet traffic.

Most of the parameters specified in the standards are relevant only to terrestrial networks. These
values have to be re-evaluated for Satellite-ATM networks. For example, the ITU-T specifies a
maximum cell transfer delay of 400 ms for the ITU Class 1 stringent service [135696]. This class
Is expected to carry CBR traffic for real-time voice communications over ATM. However, the
400ms maximum delay needs to be reviewed to ensure that it properly accounts for the
propagation delays in geosynchronous satellite networks. The peak-to-peak cell delay variation of
QoS Class 1 is aso specified to be a maximum of 3 ms by the ITU-T [135696]. This value may
be too stringent for many satellite systems. As a result, the QoS parameters are under careful
consideration by ITU-4B [IT4B97]. In this context, the ITU-4B preliminary draft
recommendations on transmission of Asynchronous Transfer Mode (ATM) Traffic via Satelliteis
in the process of development.
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ATM provides a variety of service categories for real-time and non-real time
Weommunications.
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3 Satellite Channel Error Characteristics

[It was suggested by E. Cuevas/ATT that Section 3 should be removed or greatly abbreviated and

areference given to apending I TU-R document that Enrique is working on.]



For a satellite channel, there are two general performance requirements:

e High Throughput. To obtain good throughput, there is a need to minimize data
retransmission. Thisis especially important if Go-back-N window based flow-control is used.
When the propagation delay is large, data that is transmitted after the missing segment and

before the retransmission request reaches the source, maybe lost.

* Low Cost: To reduce the cost of ground station, the power required to transmit data should be

minimized while maintaining required signal-to-noise ratio at the receiver.

Inherently, satellite channels produce random single-bit errors in the data being transmitted. The
Bit Error Rate (BER) depends on the Signal-to-Noise ratio at the receiver. Thus for an acceptable
level of error rate, a certain minimum signal-to-noise ratio must be ensured at the receiver and

hence maintained at the transmitter.

Forward Error Correction (FEC) techniques provide a solution that satisfies both these
requirements. These techniques introduce some redundancy in the transmitted data. When the

receiver gets the corrupted data, it uses this redundancy to decide if received data is corrupted

and find out what must have been the original data. FEC codes can broadly be classified as block

codes and tree codes. Block codes are ‘'memory-less' codes that map ‘k’ input binary signals to ‘n’
output binary signals, where ‘n’ > ‘k’ for redundancy. Tree codes, on the other hand, use
'memory' by remembering ‘v’ input signals immediately preceding the target block of ‘k’ input
signals. These ‘v’ + 'k’ input binary signals are used in the generation of ‘n’ output binary signals

corresponding to ‘k’ input signals.

Convolutional coding, a subset of tree codes, and Viterbi decoding are the most popular FEC
techniques used on satellite chann&4$AR81]. Thus, when the transmitted signal is FEC
coded, the receiver during decoding is able to decide in most cases if the signal has been
corrupted during transmission & in some cases the receiver is able to correct the corrupted signal.
Thus, the receiver makes requests for data retransmission only when it detects loss of data or

when data is so much corrupted that receiver can not correct it. Since receiver can tolerate a



certain level of errors in the received data, the required signal-to-noise ratio at the receiver

reduces. Thus less power is required for transmission.

The reduction in required signal-to-noise ratio at the transmitter to maintain an acceptable BER
can aso be viewed as the reduction in satellite channel’s BER for a given signal-to-noise ratio at
the transmitter. Thus, use of FEC coding reduces the BER of the satellite channel for a given

signal-to-noiseratio at the receiver.

However, whenever the receiver commits a mistake in detecting corrupted data or in deciding
what must have been the origina data before corruption, a whole bunch of successive bits are
affected i.e. a’burst’ of errors occurs. Thus, the original random error nature of satellite channels
gets transformed to one with bursty errors. This change from random error environment to bursty
error environment for satellite channels profoundly affects the operation of ATM and AAL

protocols and their transport over SDH/PDH frames as described in next 3 subsections.

Forward Error Correction coding reducess the Bit Error Rate of Satellite links but
makes the errors bursty.
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increase in the Cell Loss Ratio (CLR). The 8 bit ATM Header Error Control (HEC) field in the
ATM cell header can correct only single bit errors. However, in a bursty error environment, if a
burst of errors hits a cell header, it islikely that it will corrupt more than a single bit. Thus HEC
field becomes ineffective in front of bursty errors & CLR rises dramatically.

It has been shown by a smplified analysis and confirmed by actual experiments that for random
errors, CLR is proportional to square of bit error rate (BER) and for bursty errors, CLR islinearly
related to BER. Now BER is very less than 1 in magnitude. Hence, for the same BER, in case of
bursty errors, CLR value (proportional to BER) is orders of magnitude higher than CLR value for
random errors (proportional to square of BER. Also, since for bursty errors, CLR is linearly
related to BER, the reduction in CLR with reduction in BER is not as steep as in the case of
channels with random errors (where CLR is proportional to square of BER). Finally, for bursty

errors, the CLR increases with decreasing average burst length. This is because for the same
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number of total bit errors, shorter error bursts mean that a larger number of cells are affected
[AGNE95][RAMS95].

Another negligible but interesting problem is that of misinserted cells. Since 8 HEC bits in the
ATM cell header are determined by 32 other bits in the header, there are only 2% valid ATM
header patterns out of 2*° possibilities (for 40 ATM header bits). Thus for a cell header, hit by a
burst of errors, there is a 2°4/2* chance that corrupted header is a valid one. Moreover, if the
corrupted header differs from a valid header by only a single bit, HEC will "correct’ that bit &
accept the header as avalid one. Thus for every valid header bit pattern (out of 2*? possibilities),
there are 40 other patterns (obtained by inverting one bit out of 40) that can be 'corrected’. The
possibility that our ’error burst’ hit header is one of these patterns is 40x2°4/2*. Thus overall,
there is a 41x2%/2*° (= 41/256 = 1/6) chance that a random bit pattern, emerging after an ATM
cell header is hit by a burst of errors, will be taken as a valid header. In that case a cell, that
should have been discarded, is accepted as a valid cell. Such acell is caled a’'misinserted’ cell.
Also, the probability Py that a cell will be misinserted in a channel with bursty errors is around

1/6th of the cell loss ratio on the channdl, i.e.,
P, =(/6 )xCLR

Since CLR can be written as a constant times BER, the misinserted cell probability is dso a

constant times BER, i.e,,

P, =kxBER

The cdl insertion rate, Ci;, the rate at which cells are inserted in a connection, is obtained by
multiplying this probability by the number of ATM cells transmitted per second (r), divided by

total possible number of ATM connections (2%%), i.e.,

C, = (kxBERxr)/ 2%

11



Because of very large number of total possible ATM connections, the cell insertion rate is
negligible (about one inserted cell per month) even for high BER (=107 & data rates (=34
Mbps) [RAMS95].

A transition for random errorsto bursty errors causes the ATM Cell Loss Ratio metriG
to rise significantly.

tible to

error bursts in the same way as ATM HEC code. A burst of errors that passes undetected through
these codes may cause failure of protocol’s mechanism or corruption in data AAL type 1's
segmentation and reassembly (SAR) header consists of 4 bits of Sequence Number (SN)
protected by a 3 bit CRC code & a single bit parity check. There is a 15/255 chance that an error
burst on the header will not be detected by the CRC code & parity check. Such an undetected
error at the SAR layer may lead to synchronization failure at the receiver’s convergence sublayer.
AAL 3/4 uses a 10-bit CRC at the SAR level. Here, bursty errors & scrambling on the satellite
channel increases the probability of undetected error. However, full byte interleaving of ATM
cell payload can reduce undetected error rate by several orders of magnitude by distributing the
burst error into two AAL 3/4 payloads. The price to be paid for distributing burst error into two
AAL payloads is doubling of the detected error rate and AAL 3/4 payload discard rate. AAL type
5 uses a 32-bit CRC code that detects all burst errors of length 32 or less. For longer bursts, the
error detection capability of this code is much stronger than that of AAL 3/4 CRC. Moreover, it
uses a length check field, which finds out loss or gain of cellsin an AAL 5 payload, even when
CRC code fails to detect it. Hence it is unlikely that a burst error in AAL 5 payload would go
undetected [CHIT94].

3.3  Impact of Bursty Errorson Physical Layer Protocols

ATM AAL 1 and 3/4 are susceptible to bursty errors.
ps) and
AAL 5isrobust against bursty errors.

DS-3(44.736) PDH Performancein Bursty Error Channels

12



M FRAME(4760 BITS)

Figure2 DS3 Signal Format [CHIT94]

The DS-3 asynchronous signal, shown in Figure 2, is defined in the ANSI T1.107 and in Bellcore
TR-TSY-000499 [LUNS95]. The DS-3 signdl is partitioned into 4760 bit long multi-frames (M-
frames). Every M-frame is divided into seven 680 bit long M-subframes. Each M-subframe is
further divided into 8 blocks of 85 bits each. 84 of these 85 bits are available to carry data.

DS-3 signal’s framing mechanism is robust against burst of errors as framing bits (F1-F4 in an
M-subframe) are well separated by 168 information bits & a C bit. Moreover, two multi-frame
bits are separated by 679 bits. An Out-Of-Frame (OOF) state is declared in DS-3 signal when out
of 8 (or 16) consecutive framing bits, 3 bits are found in error or when in 3 out of 4 consecutive
M-frames, one or more multi-frame bit errors are detected. It is unlikely that a single burst of

errors will effect more than one or two framing or control bits[LUNS95].

However, the parity checking mechanism of DS-3 signal may not accurately indicate the number

of errorsfor abursty error channel [CHIT94].
Performance of PLCP Over DS-3 PDH Over Bursty Error Channels

A Physical Layer Convergence Protocol (PLCP) has been defined in IEEEP802.6, Bellcore TR-
TSV-000773 and the ATM Forum UNI Specification Version 3.0 for mapping ATM cellsin DS
3 signal. The PLCP frame, shown in Figure 3, is 125 pslong and consists of 12 ATM cells. Each
ATM cell is preceded by 4 bytes of PLCP overhead. Bytes A1 and A2, preceding every ATM

13



cell, are fixed framing bytes having values F4H and 28H respectively. Among other bytes, path
overhead (POH) bytes Z1-Z6 are defined by the user. In order to maintain a nomina frame
interval of 125 ps, the last ATM cell isfollowed by a 13 or 14 nibble long trailer. The C1 bytein
the overhead of 12th cell indicates whether 13 or 14 nibbles are included in the trailer.

lbyte | 1byte | 1byte 1byte 53 bytes 1Bor14
nibbles
Al,A2 = PLCPframing bytes
POI =  Path Overhead Indicator
POH =  Path Overhead
Z1-76 = Reserved Byte
X = Unassigned Byte
Bl = BIP-8 Byte
Gl =  PLCP Path Status Byte
C1 =  Cycle/Stuff Counter Byte

Figure3 PLCP Frame Format for ATM [CHIT94]

An Out-Of-Frame (OOF) state is entered whenever an error burst causes consecutive A1 and A2

bytes to be in error. The in-frame state is not reentered until two valid and consecutive Al and

14



A2 byte pairs with valid POI bytes are found. For every transition to OOF state, depending on the
PL CP implementation and relative location of error in the frame, 2to 14 ATM cellswill be lost.

A burst of errors with a weight of 4 or more can corrupt C1 byte beyond repair. This will cause

error in deciding whether trailer is 13 or 14 nibbles long, ultimately leading to framing errors.

Finally, PLCP calculates an 8-bit interleaved parity code and stores it in B1 byte. The first bit of
the code provides even parity over an array made by the 1st bit of all the bytes in the 12x54
structure (12 rows consisting of an ATM cell plus one POH byte) and so on. This mechanism
works well only for random single bit errors. In the presence of a burst of errors that corrupts an
even number of bits in the parity count, the B1 byte, though it will likely detect the burst of

errors, won't give the accurate information about the number of errors.
Thus, it is clear that PLCP format does not function well in abursty error environment [CHIT94].

Performance of E-3 (34.368 Mbps) PDH over bursty error channels

59 Columns

A

v

9 Rows

v

Figure4: 34 MbpsPDH Framsas specified in ITU-T G.832[AGNE95]

[AGNE95] reports field trials done to check the performance of ATM transmission over E-3
(34.368Mbps) PDH frames. In the E-3 frames, Error-Monitoring(EM) byte stores a Bit
Interleaved Parity 8 (BIP-8) code over all 537 bytes in the frame i.e. the first bit of the EM byte
ensures an even parity over the array made by the first bits of all 537 bytes in the frame and so
on. The other overhead bytes store timing & management information. One or more parity errors
in the EM byte makes the frame an Errored Block (EB). Also, BERg/p.s, calculated as the number
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of wrong bits in the EM byte divided by the total number of bits in the frame, gives an
approximate indication of BER.

The error performance parameters defined in ITU-T G.826 — Errored Second Ratio (ESR),
Severely Errored Second Ration (SESR) and the Background Block Error Ratio (BBER), are
measured by processing of Errored Blocks over a measurement period. In the field trials, for
measuring these parameters, the test equipment detected Errored Blocks by a byte-by-byte

comparison of generated and received E-3 frames.

A burst of errors may affect more than a single bit in the array made by the corresponding bits of
537 bytes in the frame. Thus, some of the bits of the BIP-8 code stored in EM byte may give a
wrong indication. Therefore, in the tested bursty error environmentgBERas not same as

actual BER. The conformance between BRRand actual BER increased with decreasing BER.
This is because with decreasing BER, average length of error burst and the number of errors per
burst decreases, thereby decreasing the chance of multiple errors affecting the same parity bit.
However, there was little discrepancy between the values of G.826 parameters calculated by the
test equipment and the values calculated based on Errored Blocks detected by errors in the EM
byte. This is because it is highly unlikely that an error burst would cause errors in all the 8 parity
bits of the BIP-8 code stored in the EM byte. Thus, if a burst of errors strikes an E-3 PDH frame,
atleast one bit of the BIP-8 code will be in error and the frame will be declared an Errored Block.

Therefore values of G.826 parameters won't be affected.

E-3 PDH frame seems to be robust against frame & cell synchronization errors in a bursty error
environment as none of these errors were noticed during the field trials both for nominal &
degraded conditio®AGNE95.

DS3 and E3 signal formats are robust against bursty errors.

PLCP over DS-3 does not function well in the presence of bursty errors.

t-coded satellite

channels adversely affect the performance of physical, ATM and AAL protocols. Currently, two

popular methods used to get around the problem of bursty errors are:
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Use of an ’'outer’ Reed-Solomon (RS) coding/decoding in concatenation with ’inner’
convolutional coding/viterbi decoding. 'Outer’ RS coding/decoding will perform the function
of correcting error bursts resulting from ‘inner’ coding/decoding. RS codes consume little
extra bandwidth (eg. 9% at 2Mbps) [CUE95a]. In December 1992, INTELSAT approved the
use of RS codes as an optional feature [IESS308]. Section 3.5 Performance Studies of Reed-
Solomon codes discusses some of the tests and field trials conducted to test the performance
of Reed Solomon codes.

CRC codes used in ATM and AAL layer headers are able to correct single bit errors. Thus, if
the bits of N headers are 'interleaved’ before encoding and 'deinterleaved’ after decoding, the
burst of errors will get 'spread’ over N headers such that two consecutive headers emerging
after deinterleaving will most probably never have more than a single bit in error. Now, CRC
code will be able to correct single bit errors and going by dual mode of operation, no
cell/AAL PDU will be discarded. Interleaving involves re-shuffling of bits on the channel and
there is no overhead involved. However, process of interleaving and deinterleaving requires
additional memory and introduces delay at both sender and receiver. Section3.6

COMSAT’s ATM Link Enhancement (ALE) technique discusses the basic ideas behind
interleaving scheme ALE (ATM Link Enhancement) devel